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A compact and efficient algorithm for digital envelope detection in white light interferograms is derived from
a well-known phase-shifting algorithm. The performance of the new algorithm is compared with that of
other schemes currently used. Principal criteria considered are computational efficiency and accuracy in
the presence of miscalibration. The new algorithm is shown to be near optimal in terms of computational
efficiency and can be represented as a second-order nonlinear filter. In combination with a carefully designed
peak detection method the algorithm exhibits exceptionally good performance on simulated interferograms.
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1. INTRODUCTION

Recently there has been much interest shown in the area
variously known as white light interferometry (WLI),!
coherence radar,? coherence probe/scanning,®* correla-
tion microscopy,®~7 interference microscopy,>®° and low-
coherence interferometry.!® The main reason for such
interest is that the ambiguity present in conventional
monochromatic interferometers is not present in WLI.
White light interferometers have a virtually unlimited
unambiguous range, whereas their monochromatic coun-
terparts are usually limited to not more than half a wave-
length (slightly more for systems using high-aperture
microscope objectives''~13). The close parallel between
WLI and confocal (as well as conventional) microscopy
was noted in the early literature® but has been largely
ignored since. Like confocal microscopy, WLI allows sur-
face profiling with high accuracy over a large range, but
unlike confocal microscopy WLI allows the entire image
field to be captured in one instant without the need for
scanning apertures.

Although the objective of WLI can be simply
stated—to find the location of peak correlation (or fringe
visibility)—a problem arises because of the large
three-dimensional sample data sets and the associated
computational burden. A typical system? collects images
containing 256 X 256 pixels over a series of 64 equispaced
sections. If one processed these data using the exact
Fourier method® to ascertain the peak correlation depth
at each pixel, then at least 128 X 6 multiplications must
be evaluated at each pixel, resulting in approximately
5.6 X 107 multiplications. A new algorithm that is many
times faster (approximately eight times faster on the
above data set) than the Fourier method is developed
from a generalized form of the well-known five-step
phase-shifting algorithm.!#!®> The application of a spa-
tial carrier phase-shifting algorithm to WLI is, I believe,
novel, although a temporal phase-shifting algorithm
using three full data sets has been used previously.?
The original aim of this paper was to investigate the
suitability of phase-shifting algorithms for white light
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fringe analysis, but as the analysis and the simulations
progressed, it became clear that one particular algorithm
neatly!® combined the properties of simplicity and robust
efficiency. The intent of this paper is to present the
rather circuitous development of this new algorithm and
to demonstrate its suitability for efficient white light
interferogram analysis.

This paper is arranged as follows:

Section 2 outlines the essential details of the structure
of white light interferograms.

Section 3 considers the elements of ideal envelope and
phase detection.

Section 4 develops an approximation to the Hilbert
transform method outlined in Section 3 that corresponds
to the phase-shifting algorithm of conventional digital
interferometry. Some observations regarding sampling
are made.

Section 5 introduces a unique nonlinear algorithm that
combines filtering and demodulation in an elegant way.

Section 6 compares envelope detection using the non-
linear algorithm with that of two common phase-shifting
algorithms. Performance in the presence of extreme mis-
calibration errors is evaluated.

Section 7 looks at the interpretation of the calculated
envelope and phase. The salient features of peak detec-
tion schemes are compared.

Section 8 concludes the paper.

A revealing comparison of several well-known al-
gorithms with the new nonlinear algorithm operating
upon simulated, noisy interferograms is included as an
appendix.

2. STRUCTURE OF A WHITE
LIGHT INTERFEROGRAM

The light intensity, g, measured in a white light interfero-
meter that is spatially incoherent has the following form
(see Chim and Kino,? for example):
g(x, v, 2) = alx, y) + blx, y)c[z — 2h(x, y)]
X cos[2mwoz — al(x, y)]. (1)
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Coordinates x and y correspond to the conventional trans-
verse object or image coordinates, and the coordinate z
indicates the axial location or defocus of the object. The
quantity a(x, y) is an offset related to the reference and
object beam intensities. It is the reflected beam inten-
sity that determines b(x, y). The interferogram envelope
function c is related to the spectral profile of the white
light, and the spatial frequency of interference fringes in
the z direction, wy, is related to the mean wavelength of
the light. A phase change of reflection that is due to the
complex reflectance of the surface determines the parame-
ter «. Many papers have assumed that « = 0, although
this is generally not the case. Arbitrary control of the
fringe phase, «, using the geometric phase is now pos-
sible and has been recently demonstrated.!” I shall use
the term correlogram? to describe the function g(z) when
the emphasis is upon the z variation and its character-
istic form of fringes within an envelope determined by
spectral correlation.

The exact form of the envelope ¢ = ¢(z) is not criti-
cal, although it is usually approximated by a Gaussian
function for simplification of the calculations, especially
those in the Fourier domain. In interferometer systems
without suitably matched reference and object paths c(z)
may not be symmetrical because of dispersion. Disper-
sion has been ignored in the following analysis.

A spatially incoherent source ensures that correlograms
can be considered independent of (x, y) location. In a
practical system intensity measurements are performed
over a uniform array of x, y, and z values. The x and
y array values are determined by the pixels of a CCD
array. Generally CCD arrays of 256 X 256 pixels or
512 X 512 pixels are common, with even larger formats
becoming popular. The sequence of values of z at which
the intensities are sampled is determined by the sequence
of positions of a piezoelectric transducer. The sampling
in the x, y, and z directions must satisfy certain con-
straints. In the transverse directions these constraints
can be summarized in terms of the conventional (x, y)
image bandwidth. The sampling requirement in the
z direction will be covered in more detail in Section 4.

Three-dimensional data sets need significant memory
storage capacity. For example, a 256 X 256 X 64 data
sets at 1-byte resolution requires 4 Mbytes of memory.
Memory cost is rapidly becoming much less significant in
digital instrumentation; in fact, the renewed interest in
WLI has been partly stimulated by these lower costs.

3. IDEAL ENVELOPE AND
PHASE DETECTION

The usual purpose of WLI is to determine the profile
[characterized by A(x, y)] of a surface too steep for
monochromatic interferometry. Also of importance is
the phase change on reflection [related to a(x, y)], which
is determined by the dielectric properties of the surface.
Although WLI is often proposed for profiling of rough sur-
faces, it is important to note that surfaces must be smooth
at the scale of the system resolution for both A(x, y) and
a(x, y) to be meaningful.

Figure 1 shows a typical correlogram intensity distri-
bution as a function of z. In this particular instance the
envelope is Gaussian. Generally it is possible to derive
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h(x, y) and a(x, y) from a sequence of intensity samples
[given by Eq. (1)] over a range of z values. Some in-
sight can be gained if one first considers the (continuous)
Fourier transform of Eq. (1) with respect to the z coordi-
nate:

0

Gx,y, w) = [ g(x, y, z)exp(—2miwz)dz. (2)

Hence

Gx,y, w) = alx, y)é(w)

\ bl )
* [exp(ia)d(w — wy) + exp(—ia)d(w + wy)]. (3)

C(w)exp[—4miwh(x, y)]

The symbol * indicates one-dimensional convolution.'®
Spatial frequency in the z direction is denoted by w, and
8(w) is the Dirac delta function. The Fourier transform
of c(z) is C(w). Explicit (x, y) variation can be ignored in
the following analysis as long as it is remembered that the
calculations are performed over an array of points (x, y)
in the sampled data.
Equation (3) can be rewritten as

Gw) = ad(w) + % exp[+i(a + 4mwoh)]
X C(w — wo)exp(—4miwh)

+ % exp[—i(a + 4mwoh)]

X C(w + wo)exp(—4miwh). 4)
In terms of phase and modulus
Gw) = |G w)lexp[i¢(w)], (5)
with

Gl = asw) + o [Cw - wp)l + 5 1Cw + wyl, (©)

w>0.
w<O0

—a —47m(w — wo)h

+a —4m(w + wo)h @

d(w) =
Thus relation (6) shows that G(w) has an impulse at the
origin and sidelobes centered at frequencies w = *w,. A
typical plot of the modulus, |G(w)|, is shown in Fig. 2.
The approximate equality in the previous equations is
achieved when there is minimal overlap of the sidelobes.

ﬂ 9@

i~

Al
V

|

Fig. 1. Typical white light correlogram, g(z). Note the fringe
phase offset « = 7/4.
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Fig. 2. Modulus of the Fourier-transformed correlogram,
|G(w)|]. The normally large dc term has been reduced in
magnitude to fit within the chosen scale. Also shown for
comparison is the FT Fj(w) of the finite-difference filter f1(z)
with separation A = 1/4wy.

Generally the impulse is somewhat spread out by noise
and a variation of @ with z. The two lobes in Fig. 2 are
well separated; that is to say, the separation is typically
greater than the bandwidth of the lobe. The bandwidth
is inversely related to the envelope width in the spatial
domain. Careful analysis of the phase function ¢ reveals
that the two parameters of interest, 4 and «, can be sim-
ply extracted from the slope and the intercept of the linear
portion of the curve. Nevertheless one must take care
in performing a linear regression on the phase. Only
in the regions where |G (w)| has significant, nonzero val-
ues will the phase have meaningful values. A weighted
least-squares fit (LSF) to the phase using |G(w)|? as the
weight automatically gives good estimates of 2 and a.
In this context 2 actually corresponds to the position of
the centroid of the envelope squared, as can be shown
by a Fourier correspondence theorem.' Unfortunately,
calculation of 2 and a using the above method is compu-
tationally intensive. The fast Fourier transform (FFT) of
a real array alone requires (of order) N log, N floating-
point multiplications followed by N multiplications for
an optimized LSF over the positive frequency region. A
weighted fit requires an additional 2N multiplications.
Here N is the total number of samples in the z direction
(typically N = 64). The calculation is then repeated for
each element in the x—y array (typically 256 X 256).

Conceptually, perhaps the easiest way to obtain the
phase and the envelope is by use of the transform
technique that has been outlined in several papers.®~7
Briefly, the method entails fast Fourier transformation
of the raw data (in the z direction) and then removal of
the negative- and zero-frequency components. Finally
the transform data are recentered at the midpoint of the
sidelobe and then inverse transformed. In fact, the very
same technique is better known as the FT method of
fringe analysis in interferometry. The signal s(z) that
results has the form

s(z) = be(z — h)expli(a — 4mw,h)]. (8)

The modulus of s(z) is the envelope that is required, and
the argument of s(z) contains the phase offset «. The
method outlined above is even more computationally in-
tensive than the LSF method because forward and inverse
FFT’s are required in addition to the squaring operations
required to determine the modulus.
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More recently a much improved, computationally ef-
ficient method of determining the envelope has been
developed.® The method relies on a real-space imple-
mentation of the previous double FFT method. The cru-
cial point is the introduction of the Hilbert transform (HT)
kernel as a digital finite impulse response filter.? Com-
putational efficiency is gained by the realization that an
approximate HT can give near-perfect results for typical
interferograms. A real-space implementation of the HT
has also been proposed for two-dimensional interferogram
analysis by Zweig and Hufnagel.?! As I shall show in the
following sections of this paper, the real-space implemen-
tation can be greatly simplified, so much so that the final
algorithm requires only two multiplications per point to
produce the envelope squared at each point. In terms of
multiplications alone this represents a lower limit upon
numerical envelope detection using quadrature functions.

4. APPROXIMATIONS TO HILBERT
TRANSFORM ENVELOPE DETECTION

The perfect HT can be considered equivalent to a wide-
band 90° phase-shift operation,?! but, as we have already
seen, a typical white light interferogram is a bandlimi-
ted signal. That is to say, the spatial frequency con-
tent is limited to a region centered around a carrier
frequency. The wideband property of the perfect HT
is not required for such signals. Thus the constraints
upon an approximation to the HT can be relaxed—it only
must have a 90° phase shift over a limited frequency
band. Outside this band the transform can have any
phase shift, but the modulus of the response should be
low, thus suppressing noise present outside the pass-
band. In the case of discrete sampled data with white
noise it is desirable for the transformer to have zero or
near-zero response at frequencies below and above the
passband. An important practical requirement for a nu-
merical discrete envelope detector is computational effi-
ciency. A discrete implementation standard of efficiency
with which to compare any method is the method of
Chim and Kino,? in which the main computational bur-
den for N samples is due to the 6 N multiplications and
the N square roots required to obtain the envelope. All
the above requirements can be met by a pair of quadra-
ture filter functions well known to researchers working
in the area known as phase-shifting interferometry. The
crucial Fourier properties of these functions have been
derived?? and extended?® but have not previously been
applied to the analysis of white light interferograms.
Freischlad and Koliopoulos?? introduced the two filter
functions f1(¢) and f5(¢), which are correlated with a gen-
eralized interference pattern g(x, y, £) to produce two
quadrature functions, the ratio of which gives the tangent
of the phase sought by the technique while the envelope
(or the modulation) is given by the root sum of squares.

A well-known algorithm that uses five samples!*!® has
the discrete filter functions
f1(¢) = 2[8(¢t — A) — &(¢ + A)], 9
fa(t) = —6(t — 2A) + 28(¢) — 6(¢ + 2A). (10)

Here A is the step between samples. Those familiar
with signal processing or digital filtering may recognize
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Fig. 3. FTs Fi(w) and Fa(w) of the five-step phase-shifting
filters f1(z) and f2(z). Note particularly the stationary points
at w = =1/4A.

these as simple finite impulse response filters. In the
case of white light interferograms the temporal parame-
ter ¢ is replaced by a spatial coordinate parameter z. In
fact, f1 and fs are symmetrical and antisymmetrical lin-
ear phase digital filters, respectively.?* The function f;
has the property that its FT is an imaginary odd func-
tion, whereas that of /5 is a real even function. Figure 3
shows F; and Fs, the transforms of /; and fo. The choice
of the functions f; and f5 is important. There are a mul-
titude of possible choices, with three samples being the
minimum number required for such an algorithm. The
five-sample algorithm, however, has several important
properties not possessed by any other algorithms. The
most important of these?® is related to the matched gradi-
ents of the FT°s F; and F, at the fundamental frequency
w = 1/4A. In Fig. 3 the gradients at the fundamental
frequency can be seen to be near zero and slowly varying
in this region. A consequence of the zero gradient is that
both phase and envelope calculations for the five-step al-
gorithm are somewhat insensitive to sample spacing (or
step size) errors; essentially the filter responses change
little in this region. Conversely, such an algorithm is in-
sensitive to fringe spacing variation when the sampling
is fixed.

At this point it is worth considering the sampling re-
quirements for WLI. Most sampling schemes greatly
oversample the correlogram data. A typical example,
Chim and Kino® use approximately 8—10 samples per
period. This exceeds the Nyquist criterion by at least
a factor of 4. For a typical correlogram this sampling
rate gives an unbalanced distribution of information in
the Fourier frequency domain. The transform data are
centered on the value 1/8A, which is one-quarter of the
Nyquist frequency. A balanced distribution of frequency
components requires approximately four samples per
fringe and keeps the peak frequency midway between dc
and the maximum frequency 1/2A.

More detailed analyses of the optimum sampling re-
quirements for bandpass signals have been considered
elsewhere.?526 It is generally agreed that it is the
bandwidth of a narrow-band signal that determines the
sampling frequency, not the carrier plus bandwidth as
recently suggested by Caber.?” However, the proposi-
tion that 4f. + 2B is the minimum sampling frequency
necessary to avoid aliasing when the signal is squared
(here f. is the fringe frequency, and B is the envelope
bandwidth) fails to account for the fact that the alias-
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ing that results when one is sampling at 4f. occurs at
frequency 4f, — 2B and consequently has no effect after
low-pass filtering (with a cutoff below 2f.).

In spite of this reduced bandpass sampling require-
ment, a criterion of just four samples per fringe is consid-
ered an adequate compromise here because it corresponds
to the optimum sampling for a 90° step phase-shifting
algorithm. A common misconception is that increased
sampling frequency gives a proportionate increase in ac-
curacy, but this is simply not the case. All the following
analysis is based on a nominal sampling frequency of four
samples per fringe (practically, this will cover the range
from approximately three to eight samples per fringe) but
is easily modified for other values.

Recently a method has been proposed to sample correlo-
grams at a frequency determined by the bandwidth,?%2°
although such undersampling was previously used in
1991.1° The technique has been called sub-Nyquist sam-
pling. Instead of sampling the fringe pattern at four
samples per carrier fringe the undersampling is by an odd
integer factor, so there are 4/(2L + 1) samples per fringe,
where L is typically 1 or 2. Undersampling of this kind
avoids common aliasing problems so long as the envelope
bandwidth alone is adequately sampled. An inevitable
consequence of undersampling is that the allowable er-
ror in the initial prediction of the mean wavelength is
inversely proportional to the undersampling factor. Un-
dersampling also increases the relative bandwidth of the
bandpass signal and can be expected to degrade the per-
formance of demodulators in the presence of noise. There
are some issues regarding the effects of sampling upon the
envelope peak detection process that shall be discussed
in Section 7.

Another issue worth mentioning is optimality with re-
gard to computational efficiency. It is generally agreed
(see Chim and Kino,® for example) that mathemati-
cal operations such as multiplication, division, and the
evaluation of transcendental functions and square roots
are much more significant to calculation time than the
add and subtract operations. So, for the estimation of
the computational burden of a numerical procedure, it
is convenient to ignore the add and subtract operations
and just count the other operations. Envelope detection
algorithms can be compared in efficiency with an ideal-
ized numerical scheme that cannot be realized in practice
but gives an idea of the limits to efficiency. A perfect
envelope detection scheme could consist of the following
steps:

1. Read in function values g, and the perfect quadra-
ture function values g, forn =1— N. (The sequence g,
is assumed to be zero mean.)

2. Calculate envelope values e, = \/g,2 + g,2.

In this idealized scheme evaluation of the envelope func-
tion requires 2N multiplications and N square-root opera-
tions. The sequences g, and g, are considered known.
In practice, g, must be derived from the sequence
gn (which itself must be made zero mean), and more
computational steps must be involved. As was men-
tioned above, the recent computational scheme of Chim
and Kino® requires 6N multiplications and N square
roots to yield the envelope, almost a factor of 3 below
optimality.
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The difficulty of implementing a perfect HT with the
use of a real-space filter function is closely related to the
well-known problem in communication theory of imple-
menting a wideband 90° phase shifter for single sideband
modulation.?® One way around this is to start with the
original function g(z) and produce two new functions g,(z)
and g;(z). The two new functions are in quadrature to
each other, but the phase relationship with g(z) is not
constrained. This gives an extra degree of freedom that
allows a practical implementation using realistic avail-
able electronic components. For example, instead of re-
quiring a 90° phase shifter, one would consider a +45°
and a —45° shifter. In terms of numerical filter func-
tions it is in principle trivial to derive a —45° shifter once
the +45° shifter is known. Consider a real filter func-
tion f(z) and its FT F(w). This can be conventionally
represented as

f1(z) = f(z) & F(w) = |F (w)lexp[ix(w)]. (11)

The symbol < represents Fourier transformation, and
x(w) is the FT phase. A filter function with the opposite
phase shift is simply

fo(2) = f(—=2) & F*(w) = |IF(w)lexp[—ix(w)].  (12)

In both cases the modulus of the frequency response is
the same, |F|. The two functions above, f1 and [, are
the bases for a whole series of quadrature functions that
are linear combinations of f; and f3. For example, a zero
phase function f; can be defined as

fo(z) = f(2) + f(=2) & 2|F|cos x . 13)
In a similar way a 90° phase function can be defined as
foo(2) =f(2) — f(—2) © 2i|F|sin y. (14)

In this case, although f, and fy are exactly 90° in phase,
their moduli are no longer necessarily equal at all fre-
quencies. Compare these with f; and f, which have
equal moduli but the phase difference is 2y, which does
not necessarily equal 90° at all frequencies. The function
pair f1 and f2 or fo and fgo can be used to generate ap-
proximate quadrature pairs of functions from the correlo-
gram g(z) simply by correlation (or by convolution with
z-reversed functions):

g1(z) = f1(z) ® g(z),  g2(2) =f2(z) ® g(z).  (15)

The symbol ® indicates the correlation operation.'®

5. CALCULATION OF PHASE
AND MODULATION USING
PHASE-SHIFTING ALGORITHMS

The following analysis will consider continuous functions
and continuous FT°s. However, the techniques outlined
are applicable to discrete sampled data and discrete FT’s.
Important differences between the continuous and the
sampled case will be noted as necessary.

The idea of using spatial carrier phase-shifting algo-
rithms for white light envelope detection has not, to my
knowledge, appeared in the literature. Typically such al-
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gorithms are used in interferometry to detect the phase of
a wave front over a two-dimensional array of points when
only one interferogram is available. Initially it is simpler
to consider temporal phase shifting for the derivation of
the new algorithm. In the case of the five-step algorithm
five interferograms are captured by a digital imaging sys-
tem. At each pixel location in the image one combines all
five intensity values to extract the phase ¢(x, y) at each
pixel. The algorithm can be simply defined as

20 (x, y) — Li(x, y)]
—Li(x, y) + 2Is3(x, y) — Is(x, y)

¢ (x,y)=tan"! (16)

where I; to I; are the interferogram intensities. The
modulation at each point, M (x, y), can also be calculated
easily from

M(x, y) = 1/4[4(I, — L)* + (-1, + 2I; — I;)*]"*. (17

Both these formulas are exact when the phase shift be-
tween interferograms is 90°. For phase shifts in the
region near 90° the errors in both ¢ and M are small
because the first-order error terms cancel.!® This error-
compensating property of the five-step algorithm has
made it popular in many digital interferometer sys-
tems. Other error-compensating algorithms exist, the
most well known being that of Carré.3® The interesting
point about the Carré algorithm is that it compensates
exactly for step errors and requires only four interfero-
grams, whereas the five-step algorithm compensates only
partially (second-order residuals are present). The prob-
lem with the Carré algorithm is that it is more complex
and hence more time consuming to compute. A little
known fact is that an exact compensating form of the
five-step algorithm exists and is somewhat less complex
than the Carré algorithm. The essential background to
this exact compensating five-step algorithm is present in
the paper of Hariharan et al.,'’® but it is not shown ex-
plicitly. It can be easily shown that the following phase
and modulation expressions are exact:

1| [4Us — 1I)? — (I — I5)*]"2 ,
I, + 213 — Ij

¢ = tan (18)

M=
(I, — I)*{[4(T; — Iy)* — (I, — I;)*] + (=L, + 2[5 — I5)*}"*
41y — L)? — (I — I5)?

19)

The phase step between interferograms here is ¢, which
can have any value not equal to an integral multiple of
7 (this condition also applies to most phase-shifting algo-
rithms including the Carré algorithm). The denomina-
tor of Eq. (19) can also be expressed in a form that avoids
problematic zero-by-zero divisions whenever sin ¢ = 0.
A serendipitous simplification of Eq. (19) leads to

aM? sint =, — I)? — (I, — I)Is — I5), (20)

M? o< (I — 1)* — (I — Is)Is — I5). (20a)

For values of  near 90° (and odd multiples thereof) the
sine factor is near unity, and so M can be calculated with

just two multiplications and one square-root operation;
precisely the number of operators required for the ideal
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detection scheme. The division operation [Eq. (19)] and
its associated computational problems are neatly avoided.
The right-hand side of relation (20a) defines what is now
referred to as the five-sample-adaptive (FSA) nonlin-
ear algorithm. Both the Carré algorithm and the con-
ventional five-sample algorithm require an additional
multiplication to calculate M. Remarkably the optimum
sampling (Nyquist and sub-Nyquist) is predetermined by
the maxima of sin* , which is entirely in accord with the
bandpass signal sampling discussed earlier in this section.

The temporal phase-shifting analysis immediately
preceding, strictly speaking, applies only where the
modulation and the offset remain constant between inter-
ferograms. A technique known as spatial carrier phase
detection®?%3 applies the same algorithms to a single in-
terferogram. The intensity values I; to I5 now represent
adjacent pixels instead of separate interferograms. If
the modulation and the offset are assumed to vary slowly
across the interferogram, then the algorithms are approxi-
mately correct. Generally, it is necessary to introduce a
large number of tilt (or carrier) fringes into the interfero-
gram. This is because the maximum phase variation
detectable is proportional to the mean phase variation,
which in turn is related to the total number of fringes.
The application of spatial carrier phase detection algo-
rithms to white light correlograms initially appears coun-
terintuitive because spatial phase techniques normally
assume slowly varying offset and modulation, whereas
white light correlograms, generally, have rapidly varying
modulation along the z direction.

6. APPLICATION OF (SPATIAL
CARRIER) PHASE-SHIFT ALGORITHMS
TO ENVELOPE DETECTION

Perhaps the easiest way to investigate envelope detec-
tion with the use of phase-shift algorithms is by com-
puter simulation.?* Three representative algorithms are
compared in this section. It should be emphasized that
from here on the values I; — I5 represent adjacent sample
values in the z direction. The Carré-derived envelope al-
gorithm has been omitted because it requires three mul-
tiplications to be evaluated (also, preliminary simulations
indicate poor performance). Two of the (five-step) en-
velope algorithms have been mentioned in the previous
section. The third is based on the simplest three-step
algorithm utilizing 90° phase steps.’?® The modulation
factor in this case is

M(x, y) = 1/2[(I5 — I)* + (I, — 1)*)]"* (21

and is correct only for exact 90° steps. The above al-
gorithm has been selected because it requires only two
squaring operations and one square root (both opera-
tions are possible with the use of fast lookup table
computation).

A number of other three-, four-, or five-step algo-
rithms®® could have been chosen with and without error-
compensating properties. Initial testing has shown that
conventional phase-shifting algorithms have inferior per-
formance to the algorithm defined in relation (20a). The
three algorithms chosen here illustrate the performance
of no error compensation [Eq. (21)], partial (first-order)
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error compensation [Eq. (17)], and exact error compen-
sation [relation (20a)]. For convenience the algorithms
shall be denoted (1), (2), and (3), respectively. Each algo-
rithm has been applied in turn to a simulated white light
correlogram without noise. The correlogram is shown
in Fig. 1. The calculated envelopes are shown in Fig. 4
for the case in which the carrier, or rather the mean
fringe spacing, is known precisely and the algorithm step
size and sampling step are set at 90° or, equivalently,
one quarter of the mean period. Figures 1 and 4 show
continuous functions, but it can be easily shown that the
discretely sampled case involves samples that occur at
points located on the continuous curves.

Often the exact value of the carrier frequency is un-
known before a measurement is made. The approxi-
mate value can be readily calculated from a knowledge
of the spectral profile of the illumination and the nu-
merical aperture of the imaging system (typically a mi-
croscope objective). The exact value depends on other
system parameters and the spectral reflectance of the
sample being measured. Therefore it cannot be known
exactly before a measurement is made. Calibration of

@

©)]

Fig. 4. Envelope detection for all three algorithms with use of
a 90° step size. In this particular case the curves produced by
algorithms (2) and (3) are the same. Algorithm (1) has notice-
able fringe structure.
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Fig. 5. Envelope detection for all three algorithms with use of a
45° step size. Both algorithms (1) and (2) have significant fringe
structure visible. Algorithm (3) performs exceptionally well and
has a 50% reduction as predicted.

the system for each sample can be a rather tedious addi-
tion to a measurement procedure. A preferable method
requires a self-calibrating (or error-compensating) al-
gorithm that works effectively over a range of carrier
frequencies. To show the effects of carrier frequency
variation, I have calculated the envelopes for two ex-
treme values of the frequency. In Fig. 5 the frequency
is 0.5 times its nominal value, and hence the samples
are now 45° apart. Figure 6 shows the envelopes calcu-
lated when the frequency is 1.5 times its nominal value
and the samples are thus 135° apart. In a system with
white light in the range 400 nm to 700 nm the extreme
frequency variation that is due to spectral effects alone is
in the range 0.72—1.28 times nominal. Such extremes
can be achieved only if the reflected light is narrow band
at either 400 nm or 700 nm, in which case the envelope
becomes broad and the FSA algorithm can again be ex-
pected to perform well. The dotted curves in Figs. 4—-6
represent the ideal envelope.

A detailed analysis of the effect of noise in the cor-
relogram will be the subject a subsequent paper. The
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performance of the FSA algorithm versus that of three
other well-known white light profiling algorithms is cov-
ered in Appendix A; nevertheless some general observa-
tions can be made. The linear filtering properties of all
three algorithms?2®7 as well as the perfect HT method can
be determined. To summarize: (1)is a high-pass filter,
(2) and (3) are bandpass filters centered on the nominal
carrier frequency, and the HT is a wideband (all-pass) fil-
ter. In the presence of zero-mean Gaussian white noise,
algorithms (2) and (3) suppress spectral components of
noise outside the signal bandwidth and can therefore be
expected to perform well compared with both (1), which
boosts high-frequency noise, and the HT method, which
neither suppresses nor boosts noise.

7. INTERPRETATION OF CALCULATED
CORRELOGRAM ENVELOPES

In the previous section three algorithms have been used
to estimate the envelope of the white light correlogram.
In all cases some fringe structure propagates through into

Fig. 6. Envelope detection for all three algorithms with use
of a 135° step size. Again both algorithms (1) and (2) have
significant fringe structure visible, whereas algorithm (3) shows
only a trace of the second-harmonic fringe structure.
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the calculated envelopes. This problem does not occur in
the FT method and occurs only to a minuscule degree
in the real-space HT technique. Of the algorithms,
(3) has by far the smallest residual of fringe structure
over the full range of sampling intervals from 45° to
135°. This factor is important in the process of finding
the envelope peak, which is the crucial parameter. In
Section 2 the height of the sample surface at any point,
h(x, y), was directly linked to the ideal envelope peak
position z,(x, y):

zp(x, y) = h(x, ). (22)

Inevitably, the three algorithms tested only approximate
the desired envelope. Applying a simple point-to-point
peak detection process®® to the calculated envelope can
give significant errors with respect to the ideal peak po-
sition and requires significantly more than four samples
per fringe to work correctly. A better way to find the
peak is through use of the overall shape of the envelope
around the approximate peak position. Simple curve fit-
ting using three points has been proposed in an alterna-
tive approach to the envelope detection process.?’3? In
the region of the peak the calculated envelope can be
expected to be well approximated by a Gaussian func-
tion, exp(—Bz2), where 8 characterizes the ideal enve-
lope. A better estimate of the peak position can thus
be obtained from a LSF to this function. For example,
the nearest-neighbor and next-nearest-neighbor samples
can be used for a five-point, symmetrical LSF to the func-
tion’s exponent, [Bo — B(z — z,)%], which is a quadratic in
z. The use of a symmetrical LSF greatly simplifies the
calculation.*®*! The full process is simply implemented
if one takes the logarithm of the calculated envelope val-
ues and computes the peak position from an explicit so-
lution of the symmetrical LSF.

The peak detection process can just as easily be ap-
plied to the envelope squared, as this produces only a
factor of 2 in the envelope exponent. Thus the overall
computation can be reduced by N square-root operations.
The increased computational burden of the five-point
LSF is only 19 operations (5 logarithms, 12 multiplica-
tions, and 2 divisions). Initial analysis indicates that the
dominant error in the calculated envelope occurs at the
second harmonic of the carrier frequency, which is typi-
cal of a second-order nonlinearity. As a result the
conventional LSF gives a significant error in the peak
prediction. However, it is possible to define a weighted
five-point LSF that is insensitive to second-harmonic er-
rors and thus gives much improved peak prediction. Five
is the minimum number of points required to satisfy both
LSF and harmonic criteria.*? Equation (23) defines the
five-point, frequency-selective, LSF peak predictor, where
the symbol L, represents the logarithm of the envelope
value I, and the distance z, is measured from the third
sample:

+ + - -
Zp=0.4A<L1 3Ly + OLs — 3L, L5)' ©23)

L, + 0Ly —2L3 + 0L4 + L5

Figure 7 shows the result of applying the aforementioned
peak detection process to the algorithm (3) envelope
shown in Fig. 4. Again a continuous function analysis
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has been performed, but the result for a sampled function
is just one point on the curves shown. In this particu-
lar instance the error of the proposed procedure is less
than 1/20 sample for calculations with initial estimates
of peak location within two samples of the actual value.
The unweighted LSF is 1 order of magnitude less accu-
rate. Careful scrutiny of Fig. 7 reveals a small bias in
the predicted value; a bias related to the nonzero phase
change (in this case a = 7/4).

Once the peak position of the envelope has been es-
timated, it is a straightforward task to find the phase
at that position. The fully compensating five-step algo-
rithm phase given in Eq. (18) can also be shown to have
much smaller errors (which are due to miscalibration)
than those of the two other algorithms. The phase at
the estimated peak must be interpolated from actual cal-
culations of the phase at sample positions on either side
of the peak. The expected form of the phase near the
peak is linear with respect to z. Hence a two-point lin-
ear interpolation will give a good estimate of the phase at
the peak, in other words, an estimate of a(x, y). More
points could be used for a linear least-squares estimate.
However, the main difficulty in estimating the phase is
the occurrence of phase discontinuities that are due to
the modulo 27 restriction of the arctangent function. A
phase discontinuity in the region of the peak renders the
interpolation useless. To avoid such discontinuities, one
must subtract a linear phase component from the calcu-
lated phase and reevaluate modulo 27:

¢1 = mody,

« (tanl{ (4 — L)* — (I — 15>2]1’2} _ 4Woz) .

=1 + 213 — I
(24)

The interpolation scheme can then be applied and
the mean phase term added afterward to give a). A
rough estimate of wy is sufficient because errors cancel
completely:

Z,-h

U g A B
TR

Fig. 7. Error in the predicted peak position with the weighted
LSF defined by Eq. (23). Note that, for an initial estimate of
peak position within two samples of the actual value (delimited
by the vertical dotted lines), the peak prediction has only 1/20
sample error. The small bias in the predicted peak is related
to the nonzero phase change on reflection. The range of z is
just half that shown in Figs. 1 and 4-6. Clearly the error
is related to the second harmonic of the original fringe. A
second application of the peak detection process ensures that
the estimate is within one-half sample, and errors decrease
proportionately.
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al, = ¢1 + dmwoz. (25)

This process works well in the region of the envelope peak
for values of @ not equal to =7/2 or *7. The number of
additional significant computational steps for a two-point
interpolation is 10. So for a data set with N values of z
the total number of operations required for an estimate of
h(x, y) and a(x, y) is 2N + 29. This method compares
favorably with the HT method of Chim and Kino,® which
requires 6N nontrivial multiplications just to produce the
envelope squared. Typically N = 64, which means that
the phase-shift algorithm method is nearly two and a
half times faster than the HT kernel method. Essen-
tially this speed gain is due to the remarkable adaptive
properties of the fully compensating five-step algorithm of
relation (20a) when applied to envelope detection. Also,
by limiting the accurate estimates of 4 and « to small re-
gions near the estimated peak of the envelope, one avoids
much global calculation.

The comparisons in speed are valid only if the meth-
ods compared have similar accuracy. Certainly the pro-
cedure consisting of algorithm (3) followed by a weighted
least-squares peak prediction given by Eq. (23) has an er-
ror of less than a small fraction of one sample interval.
There appears to be no published work that considers the
performance of any WLI peak prediction schemes in the
presence of noise and other degradations. A preliminary
analysis of this kind is included as Appendix A to indi-
cate the veracity of the general principle discussed here.
All methods that estimate the envelope can also utilize
some form of LSF peak prediction and so, presumably,
are capable of subsample resolution. In the past not all
methods have used simple curve fitting to such advan-
tage and therefore have a crude resolution limited to half
a sample at best.

A recent paper by Caber?’ developed a communication
theory approach to the interferogram envelope detection
(see also Liu et al.*3). The well-known demodulation
process of a bandpass filter followed by a square-law non-
linearity followed, in turn, by a low-pass filter is imple-
mented as a sequence of digital filters. Although details
are not given, the known computational efficiency of two
digital infinite impulse response high-pass or low-pass
filters®’in series with a squarer is lower than that of the
compensating five-step algorithm outlined in the preced-
ing sections. The availability of digital signal processing
boards with special digital filter hardware may counter-
balance the lower efficiency in practice. A minimum of
just eight frames of data need to be stored at any mo-
ment in this scheme, compared with ten frames needed for
the FSA algorithm proposed here. An accuracy of 1/25
sample spacing is claimed for this method.?®* The ac-
curacy of this technique has not been tested in the ap-
pended simulation because details of the infinite impulse
response filters used have not been disclosed in the open
literature.

Some final remarks about the potential accuracy of
the sub-Nyquist sampling method of de Groot!? follow.
The method relies upon a best fit to the phase gradient
calculated from the FT of the sampled data. The phase
gradient at the carrier frequency is easily shown to be pro-
portional to the first moment (or centroid) of the envelope
by a well-known Fourier correspondence theorem. Simi-
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larly the weighted LSF to the phase gradient (weighted by
the magnitude squared) is proportional to the centroid of
the square of the envelope.!® Several authors have stud-
ied the effects of sampling upon centroid estimation,**~46
essentially concluding that sampling must satisfy the
bandpass sampling requirements mentioned in Section 4.
The main point, however, is that phase gradient estima-
tion (equivalently FT centroid estimation) is quite distinct
from peak detection. In statistics the centroid is known
to be susceptible to noise, that is to say, it is not a ro-
bust estimator. The effect of noise upon the centroid
increases with the interval over which the centroid is
evaluated. In contrast the peak prediction schemes
outlined earlier depend only upon values of a distribu-
tion near the peak. A balanced assessment of the two
techniques must compare accuracy versus computational
complexity. Both the centroid of the envelope and the
centroid of the squared envelope have been calculated
for simulated data sets, and the results are presented in
Appendix A.

A Fourier description of the mechanism defined by rela-
tion (20a) shows some similarities to the Caber method.
The essential difference is that the Caber method uses two
conventional infinite impulse response filters to remove
low frequency and the second-harmonic components pro-
duced by the square-law nonlinearity, whereas the FSA
nonlinear filter bandpass filters the signal and then shifts
it to dc (i.e., demodulates) in one operation. From the
point of view of classification the new procedure can be
seen as a (nonlinear) second-order polynomial (Volterra
series) digital filter*” followed by least-squares peak pre-
diction. The filter can be defined in general terms as a
finite-difference operation followed by a nonlinear differ-
ence operation. There are similarities to the quadrature
receiver (see, for example, Whalen®), except that the sine
and cosine modulation terms are derived from the signal
itself instead of an external source. Yet another classi-
fication known as the bilinear (quadratic with memory)
transformation*® covers such nonlinearities and offers a
tractable analysis of noise propagation. The nonlinear
filter can be explicitly defined by f3, where

fa(z) = g(z + A) — g(z — A)

finite difference, (26)
f3(2) = fa*(2) = falz = DMfalz + A)

nonlinear difference. (27)

Such a definition is amenable to Fourier analysis, and the
following relations can be demonstrated:

F,(w) = 2i sin27wA)G(w) bandpass filter, (28)
Fy(w) = Fo(w) * Fo(w) — [exp(—27iwA)Fo(w)]

* [exp(2miwA)F,(w)]. (29)

The last equation represents zero- and second-harmonic

generation (from autoconvolution), with out-of-phase com-
ponents canceling at the second harmonic.

8. CONCLUSION

A simple but highly effective method for envelope detec-
tion in white light correlograms has been introduced and
demonstrated. The speed that is due to increased com-
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putational efficiency is between two and three times that
of the real-space HT technique. Combined with a new
procedure for peak prediction using a weighted LSF al-
gorithm that removes the residual second-harmonic error
in the envelope, the fully compensating five-sample en-
velope detection algorithm is remarkably simple yet is
effective over a wide range of carrier frequencies. The
simulations presented used a fixed (but wide) bandwidth
and show that repeatable subsample accuracy can be
attained for envelope peak detection. In fact, the FSA
algorithm, when combined with recursive peak detection,
gives exceptionally good results compared with a number
of conventional (and relative inefficient) WLI profiling al-
gorithms. In terms of multiplication operations the new
algorithm has been shown to be near the ideal limit of
two multiplications per sample, suggesting that any fur-
ther speed improvements from other methods can only be
marginal. In situations in which the bandwidth is small
enough the proposed algorithm can be combined with sub-
Nyquist sampling to improve efficacy further.

The method is not limited to WLI and is applicable
to any bandpass signals where either the envelope or
the phase, or both, need to be detected. Optical mea-
surement techniques such as confocal interferometry and
spatial carrier phase-shifting interferometry could bene-
fit from such a method.

Note added in final revision: A number of algorithms
closely related to the FSA nonlinear algorithm in this
paper have appeared recently in a number of papers re-
lated to amplitude and frequency demodulation of speech
signals. The derivation of these algorithms uses a con-
struct known as the energy operator,’® which is defined
for continuous, oscillating signals. Discrete approxima-
tion of the energy operator leads to a number of algo-
rithms called discrete energy separation algorithms,5!-53
one of which is very much like Eq. (27). The derivation
of the FSA nonlinear algorithm that I have presented here
(from phase-shifting algorithms) is more general in that
the separation of samples is initially assumed arbitrary
[Egs. (18) and (19)] rather than infinitesimal, as it is for
the energy operator. The energy operator approach also
assumes that signals have the dc, or background, com-
ponent removed in a preprocessing operation. Notably
the adaptive properties of the algorithm are particularly
striking when applied to speech demodulation. Interest-
ingly the idea of using these algorithms with undersam-
pled (or, more correctly, bandpass-sampled) signals has
been overlooked until recently.’*

APPENDIX A: NUMERICAL SIMULATION
OF ALGORITHMS APPLIED TO NOISY
WHITE LIGHT INTERFEROGRAMS

This appendix contains a summary of results obtained by
application of a number of well-known algorithms to simu-
lated white light correlograms. The simulated data are
available from the author as tagged image format files
containing 512 X 64 pixels with 1-byte resolution. Suf-
ficient information is provided for interested researchers
to recreate simulated data with similar statistical prop-
erties. A full analysis of error propagation in WLI is in
preparation.
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1. Simulated Data

The fundamental parameters of the simulated data
closely resemble the experimental data shown in a num-
ber of papers by Chim and Kino.’~® Essentially the
correlogram is sampled at 64 locations in depth (z). The
sampling occurs at a sample spacing of one-eighth the
mean wavelength and three-eights the mean wavelength
in the undersampling case, corresponding to step sizes of
90° and 270°, respectively. The envelope chosen corre-
sponds approximately to a spectral range from 400 nm to
700 nm. In order that sufficient data exist for useful sta-
tistical inferences to be made, there are 512 independent
measurements of the correlogram. To eliminate some
systematic errors, the correlogram shifts z position pro-
gressively over the full 512 range. The total shift is one
sample period over the full 512 range. Mathematically
the image files used can be defined as

g(x, 2) = INT[128 + 100 exp(—z,2/0?)cos(dmzs/Ay)
+ nlx, 2)]. (A1)

The INT(-) function outputs the nearest integer to the
argument input. The z sample locations are defined by
z, =2z — 32A — x/512. The sample spacing is defined by
A = ),/8 or A = 31,,/8 in the undersampling case con-
sidered. The noise added to the interferogram is n(x, y).
The coordinates x and z take on only the following inte-
ger values: x = [A and z = mA, where 0 = [ < 512 and
0 =m < 64. For the selected spectrum o = 3.85A.

The noise n(x, y) is zero-mean Gaussian-distributed
random noise with a standard deviation (or rms) value
specified in the range 0%—8% of the modulation value.
The modulation is chosen to be 100 in this case. Note
that even in the case of zero noise the quantization intro-
duces some systematic (or correlated) noise. The actual
noise characteristics for WLI are rather complex, being
a combination of such factors as vibration, photon noise,
and quantization, to name just a few. A full analysis
requires a multidimensional statistical procedure. Zero-
mean Gaussian noise has been chosen as a simple and
well-defined starting point.

All the algorithms tested were set up to predict the
z peak position at all 512 values of x. The ideal results lie
upon a straight line in the x—z plane. The distribution
of actual values around the best-fit (least-squares) line is
computed in each case, and the standard deviation of the
error is tabulated in Tables 1 and 2.

Four algorithms were tested:

(1) The FSA nonlinear envelope demodulator [rela-
tion (20a)] in conjunction with the specialized five-point
peak detector of Eq. (23). The peak detector is applied
twice if the first estimate is more than half a sample
from the raw data peak. This iterative technique re-
moves some systematic errors shown in Fig. 7.

(2) The Fourier—Hilbert transform method®-7 is used
to generate the envelope, and a simple three-point peak
detector is used.

(3) The envelope is predicted by the exact Fourier
method as for algorithm (2). The centroid of the enve-
lope is then calculated. This is numerically identical to
the instantaneous phase derivative method of de Groot.

(4) The square of the envelope is predicted by the exact
Fourier method as for algorithm (2). The centroid of the
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Table 1. rms Peak Location Error for Various
Algorithms with Four Samples per Period

Position Error in Sample Spacings

Fourier— Square of
FSA Hilbert  Envelope Envelope
rms Noise (%)* Algorithm Algorithm Centroid Centroid
0 0.010 0.003 0.000 0.000
1 0.034 0.056 0.175 0.027
2 0.064 0.112 0.322 0.061
4 0.126 0.233 0.553 0.160
8 0.248 0.479 0.856 0.476

“Expressed as a percentage of the modulation.

Table 2. rms Peak Location Error for
Various Algorithms with 4/3 Samples
per Period (3 Times Undersampling)

Position Error in Sample Spacings

Fourier— Square of
FSA Hilbert  Envelope Envelope
rms Noise (%)* Algorithm Algorithm Centroid Centroid
0 0.055 0.166 0.305 0.170
1 0.058 0.166 0.430 0.175
2 0.065 0.168 0.625 0.204
4 0.094 0.176 0.909 0.396
8 0.172 0.206 1.190 1.046

“Expressed as a percentage of the modulation.

square of the envelope is then calculated. This is nu-
merically identical to the weighted least-squares phase-
derivative method of de Groot.

2. Results
The results for ideal sampling and 3 times undersampling
are shown in Tables 1 and 2, respectively. It is interest-
ing to note that the FSA algorithm gives the best results
in the undersampling case and that for full sampling the
FSA algorithm is superior for noise levels above 2%.
Note that, unfortunately, the method of Caber could not
be simulated because the digital filter parameters needed
to define the algorithm have not been disclosed.
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